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CLOUD MONITORING
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CLOUD MONITORING

Paradigm Shifts in the Cloud

G Highly dynamic environments

“Labels™ as central concept to manage infrastructure

f /A Rate and resource limits are externally imposed
; Costs are pay-as-you-grow — but grow quickly




ADDRESSING THE CHALLENGES

U2 How: Dynamic environments

¢ Dynamic Configuration Deamon (DCD) was

built for these more dynamic cloud
Source checkmk environments

A Special WATO-
/A Micosoft e Agent API e For AWS and Azure, DCD performs two

primary tasks
¢ Dynamic creation of Piggyback Hosts

¢ Automatic Service Discovery



ADDRESSING THE CHALLENGES

How: Handling of ‘Service Labels’

[BCHEBI(JIH £ New rule: Do hardware/software Inventory

B Abort [%] Predef. conditions

All hosts configured via this ruleset will do a hardware and software Inventory. For each configured host a new active check will be created. You should also create a rule

v RULE PROPERTIES

Description hen software pat
tate when hardware change
| | State when inventory fails
[] Status data inventory
[] Host label discovery

i Do sutomatic host labal discovery

software changes are detected
» Inventory en software packages info is missing
» Other w2 when hardware changes are detected
./ Stale when inventory fails
7] Status data inventory
[%] Host label discovery

{ha auiomafic hos{ label discovenf

Automatic discovery of
labels through HW/SW
inventory (,,Host Label
Discovery*)

Two use cases:
e Searching hosts and services

¢ Special Agent configuration:
limiting retrieved data to
certain labels



ADDRESSING THE CHALLENGES

71 How: Handling of Rate & Resource Limits

Service aws, AWS/EC2 Limits

4 t2.micro Instances Rl

e\ I d M v 1

71 Combined graphs

000)

Slte allas

Hostname

: 18 (of max. 20), Usage: 90.0% (
ity: 0 (of max. 5000)

Service description

Labels

Service Icons

Service state

[2.micro Instances [[iN8,

Active Spot Fleet Reque ax
Elastic IP Addresses: 0 (of max. 5)

Running On-Demand t2.micro Instancés: 18 (of max. 20), Usage: 90/0% (wam/crit at 80,0'/.:!90,0‘/.:)
Spot Flest Requests Total Target Capad\ty: 0 (of max. 5000)
Spet Instance Requests: 0 (of max. 20)
Total Running On-Demand Instances: 1 (of Mra
VPC Elastic IP Addresses: 0 (of max. 5)

Service Peri-O-Meter

¢ Resource limits

checkmk monitors account
resource limits

Limits provided by API
(usually), individual limits (i.e.
from custom contracts) can
be edited

Limits are monitored at the
account level (e.g. max 20
EC2 instances per region)

Monitoring at a resource level
where sensible



ADDRESSING THE CHALLENGES

71 How: Handling of Rate & Resource Limits

— OK - AWSSectionsGeneric: No exceptions

— ¢ Rate limits
=il OK - Nole

¢ Azure Agent monitors rate

is service is based on cached agent data and limits for Azure API

¢ To limit use, agent bundles
2% requests and internally
caches data

cannot be rescheduled. Cache generated 205 s ago,
ache interval: 6 m, elapsed cache lifespan:

»: Bl Aggregations containing this Service
e Can be further optimized

= Parameters for this service . )
through explicit config

4 Manual page for this check type

IIIII L= Y I NF e W e |'\..-u'\.|l|lw,




ADDRESSING THE CHALLENGES

How:

STATE

OK
OK
OK
OK

OK

0 tribe29

Handling of Cost Monitoring

SERVICE

AWS/CE 710145618630 Amazon Elastic Compute Cloud - Compute
AWS/CE 710145618630 Amazon Elastic Load Balancing

AWS/CE 710145618630 Amazon Simple Storage Service

AWS/CE 710145618630 EC2 - Other

AWS/CE Summary

Cost Monitoring is the very next development for Azure

STATUS DETAIL

(2019-04-09) Unblended USD: 0.00

(2019-04-09) Unblended USD: 0.00

(2019-04-09) Unblended USD: 0.00

(2019-04-09) Unblended USD: 0.00

(2019-04-09) Total Unblended USD: 0.00



ADDRESSING THE CHALLENGES

How much: Speaking of costs... monitoring costs?

e Unfortunately, monitoring cloud services is not free (at least with Amazon)

e AWS charges 0.01 USD / 1000 API calls
¢ Example: Cost for monitoring 300 AWS Cloudwatch metrics: = 2 USD/day

e API Calls for Azure are not charged, but have a relatively strict rate limit

STATE SERVICE STATUS DETAIL CHECK PLUGIN

Remaining API reads: 11996 )Monitored
OK Azure Agent Info groups: ; odstock, 0 warnings, 0 azure_agent_info

exceptions




OUR APPROACH

Technical Concept

Cloud
Service

/‘\ Microsoft Azure

Piggyback Host

Cloud
Service
API

AWS / Azure
checkmk Host

Data Source:

Special Agent
yu

o

Piggyback Host

Piggyback Host

NN

data piggybacked to
—»

e Technical concept for
monitoring cloud services is
well-established

¢ checkmk dynamically creates
Piggyback Hosts

¢ Data is piggybacked by
AWS/Azure Host to these hosts

10



OUR APPROACH

Multiple data sources used

checkmk

by tribe29

AWS* Special Agent
m

Ja

* similar for Azure

0 tribe29

Amazon Cloudwatch

Internal
Monitoring API
AWS Cloudwatch

Service APIs
Directly from resource /
service (e.g. EC2 instance)

Global Services
Log / Event services
Cost Explorer

11



Amazon Web Serices

amazon

web services

0 tribe29



AWS MONITORING

Working on checks for the most important AWS services

__Nong
mEEramazon - -
u¥ webservices Selection of AWS services
Compute Storage Database Networking Serverless Mgmt Tools
Elastic Elastic
DynamoDB CloudFront Container CloudTrail
Beanstalk .
Service
Glacier Redshift SNS CloudWatch
Fargate API Gateway

0 tribe29 - Planned Future

13



AWS MONITORING

How it works: AWS Monitoring 5 amazon

-

U7 webservices

AWS Resources...

——————————————————————————————————————————————————

‘ EC2 (Elastic Compute Cloud)

EBS (Elastic Block Store)

usually together

ELB (Elastic Load Balancer)

S3 (Simple Storage Service)

RDS (Relational Database Service)

CE (Cost Explorer)




AWS MONITORING

How it works: AWS Monitoring 5 amazon

-

U7 webservices

AWS Resources... ... are available by region or globally...

‘ EC2 (Elastic Compute Cloud)

EBS (Elastic Block Store)

usually together

per region

ELB (Elastic Load Balancer) r (e.g. eu-west-1)

S3 (Simple Storage Service)

RDS (Relational Database Service)

-

CE (Cost Explorer) — globally




AWS MONITORING

How it works: AWS Monitoring

AWS Resources... ... are available by region or globally...

EBS (Elastic Block Store)

usually together

per region

ELB (Elastic Load Balancer) r (e.g. eu-west-1)

S3 (Simple Storage Service)

RDS (Relational Database Service)

-

CE (Cost Explorer) — globally

————————————————————————

Bl nial Il
iec2—inst—li iec2—inst—2§ ec2-inst-n
: i — i —
AL ERN EERY Bt
L~ L ——l
= A =4 Y
| ——
— | M| |0l
|
— @0 @ |
e
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AWS MONITORING

How it works: AWS Monitoring w5 amazon

-

U7 webservices

AWS Resources and instances ... are treated in two different ways in checkmk

Piggyback Host

— (1 per instance)

\ 4

Piggyback Host




AWS MONITORING

How it works: AWS Monitoring

AWS Resources and instances

.. are treated in two different ways in checkmk

‘-.

L
iriramazon

U7 webservices

P

Piggyback Host . W

(1 per instance)

\ 4

Piggyback Host

. Sovess

—_—

—_—

Summary,
Limits,
Cloudwatch
metrics

18



AWS MONITORING

How it works: AWS Monitoring

AWS Resources and instances

ey ?

[
»

ervices

—_—

_ Nog
mEramazon
%P webservices
... are treated in two different ways in checkmk
Piggyback Host , ﬁﬁ N
— (1 per instance)
Exception for EBS w/o0 EC2 _
> Services
Summary,
ﬁﬁ Limits,
> Piggyback Host——/ Services | | -~ Cloudwatch
metrics
Services | |

Costs & Usage
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AWS MONITORING

How it works: AWS Monitoring

AWS Resources and instances

ey ?

[
»

ervices

—_—

_ NONp
weramazon
%F webservices
... are treated in two different ways in checkmk
Piggyback Host , ﬁﬁ N
— (1 per instance)
Exception for EBS w/0 EC2
~Services
Summary,
ﬁﬁ Limits,
> Piggyback Host——/ Services | | -~ Cloudwatch
metrics
But don’t services require
a host in checkmk? "
Services ||

Costs & Usage

20



AWS MONITORING

How it works: AWS Monitoring

AWS Resources and instances

_ s
"siramazon

U7 webservices

... are treated in two different ways in checkmk

_—Y

Piggyback Host

(1 per instance)

—

Exception for EBS w/o0 EC2 _

»

\ 4

Piggyback Host

—

»
»

[
»

Services "

Services

Services

Services

Hirt

Services

—_—

Summary,
Limits,
Cloudwatch
metrics

—_—

Costs & Usage
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AWS MONITORING

How it works: AWS Monitoring w5 amazon

U7 webservices

AWS Resources and instances ... are treated in two different ways in checkmk

Piggyback Host N

-,
— (1 per instance)
Exception for EBS w/o0 Ecg ﬁ
 Services ||

Summary,
ﬁﬁ Limits,
* Piggyback Host—— [ Cloudwatch

R : metrics

...............................

................................




AWS MONITORING

How it works: AWS Monitoring ‘i-‘=ar'nazon
web

T services

AWS Account checkmk

| AWS Host

I Data Source:
@ ELB AWS Special

Agent
m

* S3 aa
@ -

|1]ll@| CE

—
.
O
[¢]

n
(o]



AWS MONITORING

AWS Account

How it works: AWS Monitoring 725 amazon
NF webservices
checkmk
AWS Host
Data Source:
AWS API AWS Special
| i N Agent
A
Access KVA
Key ID
+
Secret
Access

Key

24



AWS MONITORING

: _ T o NI
How it works: AWS Monitoring riramazon
u¢ webservices
AWS Account checkmk
I
[
EC2 Piggyback H.JJ
(1 per instance)
AWS Host
Data Source: ‘
AWS API| | [ AwWsS Special ELE Pigavback H JJ
i Agent iggyback H.
' G m
Access KVA
Key ID
+
Secret
Access
Key

data piggybacked to

——

25



OK

OK

OK

OK

OK

OK

OK

OK

AWS MONITORING

What it could look like: EC2 (+EBS) Piggyback Host

AWS/EEBS Health vol-0566dfcf23d2ab37e

AWS/EES Summary

AWS/EC2 CPU Credits

AWS/EC2 CPU utilization

AWS/EC2 Disk 1O Summary

AWS/EC2Z Limits

AWS/ECZ Network 10 Summary

AWS/ECZ Security Groups

OK

OK

OK

OK

OK

OK

OK

OK

- Status: ok, io-enabled: passed, io-performance: not-applicable

- Stores: 1, in-use: 1, General Purpose SSD: 1,

- Usage: 0.00, Balance: 144.00

- Total CPU: 0.0995%

- Head: 0.00 B/s, Write: 0.00 B/s, Read operations: 0.00 1/s, Write operations: 0.00 1/s

- Mo levels reached,

- [0] (up) speed unknown, In: 0.00 B/s, Out: 0.00 B/s

- [default VPC security group] default: sg-6b69aa0d, [bar] foo: sg-005d18d3918ab93ad

26



AWS MONITORING

. ] . . - ‘! 7]
How it works: AWS Monitoring 7181 amazon
u¢ webservices
AWS Account checkmk
[
[
EC2 Piggyback H.JJ
(1 per instance)
AWSHost |/ AWS Host
__E_x_c_entl_onf.E.B.'S.w/.q_EC_Z_
Data Source: ‘
AWS API| | [ AwWsS Special CLB Ploavback H JJ
[ ac
| G |, Agent 99y
a ||\
Access i . AWSHost
Key ID 53
+ i
Secret 'RDS
Access CE
Key i

data piggybacked to

—

27



AWS MONITORING

What it looks like: AWS Host

OK

0K

OK

0K

OK

0K

OK

OK

OK

OK

OK

OK

OK

OK

OK

AWS/CE 710145618630 AmazonCloudWatch

AWS/CE 710145618630 AWS Cost Explorer

AWS/CE 710145618630 EC2 - Other

AWS/CE Summary

AWS/Cloudwatch Alarms

AWS/EBS Limits

AWS/ECZ Limits

AWS/EC2 Summary

AWS/ELBE Limits

AWS/ELB Summary

AWS/ELBv2 Limits

AWS/RDS Limits

AWS/S3 Limits

AWS/S3 Objects cmk-dev

AWS/S3 Objects thasa.bucket

41 OK - (2019-04-24) Unblended USD: 0.04

OK - (2018-04-24) Unblended USD: 0.02

OK - (20198-04-24) Unblended USD: 0.00

OK - (2019-04-24) Total Unblended USD: 0.06

OK - Check_MK/Cloudwatch Alarms: no alarms

OK - No levels reached,

OK - No levels reached,

Active Spot Fleet Requests ~"*%= @

o+

Elastic IP Addresses  “'#%=@

12:00 14:00 16:00

NS INU TEVETS (Eauieu,

12:00 14:00 16:00

62s 267 m
62s 267 m
81s 267 m
81s 267 m
29 h 137 s
29 h 139 s
29 h 148 5

Total Running On-Demand t2.mlcro |AStaiceés ™"

12:00 14:00 16:00

-] 190 S

Total Running On-Demand Instan¢gg+= @ 2n Spot Fleet Requests Total Target Cap @20 Spot Instance Requests  2180+25@ 2m
; . " ;
: ; : i
H H H H
i H H | H
= H
h T
0l 0l
12:00 14:00 16:00 12:00 14:00 16:00
lumber of objects: 1. Location: eu-central-1, [Tags] Prio: Micht so wichtig 29 h 266 m

VPC Elastic IP Addresses "= @20

28



AWS MONITORING

How it works: AWS Monitoring

AWS Account

checkmk

e ?

N
!.!IemaZOI‘I

U7 webservices

AWS API

A

Access
Key ID
+
Secret
Access
Key

—_—

[
EC2 Piggyback H.

(1 per instance)

AWS Host

Data Source:

AWS Special
Agent

%
AT

AWS Host
Exception f EBS w/o0 EC2

Summary,

ELB Piggyback H. -

ﬁﬁ Limits,
[ Cloudwatch

metrics

data piggybacked to

—
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Microsoft Azure

/ A Microsoft Azure



AZURE MONITORING

We already developed several checks for Azure

/ Microsoft Azure Selection of Azure services
Compute Analytics . Identity & Generic /
& Storage Databases & loT Networking Security Mgmt

Event Hub Load Balancer ACtWe
Directory
SQL Data

Azure Cosmos Cost

Functions DB loT Hub Azure DNS Management
Container Stream Network .
Instances Azure Cache Analytics Watcher Service Bus

0 tribe29 - Planned Future



AZURE MONITORING

How it works: MS Azure Monitoring

/S Microsoft Azure

Tenant / Directory

A P)
£

neckmk

data piggybacked to
—>>

assigned to
%

Host

Service

32



AZURE MONITORING

How it works: MS Azure Monitoring

Resources

/ S Microsoft Azure DB1
DB 2
Tenant / Directory :22 ;.
VM1
VM 2
@) checkmk
0 tribe29 data piggybacked to assigned to Host Service

—

<~

33



AZURE MONITORING

How it works: MS Azure Monitoring

Resources must always be assigned

/S Microsoft Azure

R T
/ esource Group 1 2 DB 2
ISS 1

< Resource Group 2 &

Resource Group 3 < VM 1

VM 2

Tenant / Directory

0 checkmk

0 tribe29 data piggybacked to assigned to

Host Service
—> <«




AZURE MONITORING

How it works: MS Azure Monitoring

A\ Vicrosoft Azure / Resource Group 1 £ g: ;
Tenant / Directory < Resource Group 2 & S
N\ y \ u up \ ISS 2
Resource Group 3 < VM 1
S VM 2

E:be Ckmk\ | agent_azure

— Azure Agent Info

Azure Host
0 tribe29 data piggybacked to assigned to Host Service

— e e

35



AZURE MONITORING

How it works: MS Azure Monitoring

/S Microsoft Azure / Resource Group 1 £ g: ;
Tenant / Directory £ Resource Group 2 & ek
. \ U o ISS 2
Resource Group 3 < VM 1
S VM 2
Pbe ckmk agent_azure ’
v >> Host “Group 1”
— Azure Agent Info
>>>  Host “Group 2”
Azure Host >>> Host “Group 3”
555> VM2
0 tribe29 data piggybacked to assigned to Host Service

36



AZURE MONITORING

How it works: MS Azure Monitoring

: P DB 1
/ Microsoft Azure 1<
S / Resource Group 1 2 DB 2
: > . ISS 1
Tenant / Directory S Resource Group 2 &
A \ ISS 2
VM 1
Resource Group 3 <
TEe VM 2
RQSCkmk agent_azure DB 1
\/ - >>> Host “Group 1” DB 2
— Azure Agent Info
>>  Host “Group 27 —— 1951 58 2
Azure Host Lo p ”
>>>> Host “Group 3 VM 1
>>>> VM2 VM 2
0 ribe29 data piggybacked to assigned to Host Service
— <

37



ROADMAP

What we‘re thinking about for the future

MORE BETTER
> >
¢ More checks for more services e Improve simplicity & convenience, e.g.
e Adding resource types based on customer e Single Sign On
demand & popularity e Pre-packaged monitoring config through Amazon

Machine Image

¢ One-click deployment of Azure monitoring with
Microsoft Extension Manager



Thank you! 0 trine29

tribe29 GmbH
Kellerstrafte 29
81667 MUnchen
Deutschland

Web — tribe29.com
E-Mail — mail@tribe29.com



